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Commentary on the National Mathematics Advisory
Panel Recommendations on Assessment

Lorrie A. Shepard

Foundations for Success: The Final Report of the National Mathematics
Advisory Panel (2008) recommends that National Assessment of
Educational Progress and state tests focus on foundations of algebra
and include fewer pattern-type algebra items. Greater mathematics
expertise is needed in test development to prevent flawed items. The
Panel reached the erroneous conclusion that multiple-choice and
constructed response items measure the same thing because it relied
on studies where the two item types were constrained to be identi-
cal. The Panel’s recommendations on standard setting are misleading
because it relied on a single simulation study. By focusing only on spe-
cial education studies, its discussion of formative assessment implies
that formative assessment requires formal tools administered and
scored frequently and fails to recognize more interactive forms of
feedback found in studies from cognitive science.
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ssessment is clearly one of the most important aspects

of education policy and practice and one that is more

affected by federal policy than even instruction and cur-
riculum. The National Mathematics Advisory Panel (NMAP;
2008) chose to focus on the National Assessment of Educational
Progress (NAEP) and six state tests. The Panel brought its con-
tent expertise to bear in examining released items from the test
and in reviewing test blueprints. As a result of its findings, the
Panel argued for better representation of mathematicians “along
with mathematics educators, mathematics education researchers,
curriculum specialists, classroom teachers, and the general public
in the standard-setting process and in the review and design of
mathematical test items for state, NAEP, and commercial tests”
(p. 60). The Panel is at its best, even when discussing assessment
(chapter 9, “Assessment of Mathematics Learning”), when talk-
ing about mathematics content, and it brings to bear both
research evidence and members’ professional opinions. Oddly,
however, despite the participation of very strong measurement
experts, there was not a clear conceptual framing of measurement
issues, and only one noncontent recommendation made it all the
way to the executive summary.! It says essentially that NAEP and
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states should develop procedures for item development that ensure
the highest mathematical and psychometric quality. Yes, of course.

This commentary is organized around the main measurement
issues considered by the Panel: performance categories and testand
item design. I also discuss the Panel’s treatment of formative assess-
ment in chapter 7 (“Instructional Practices™). I do not provide a
detailed review of its assessment content recommendations, which
are acknowledged here only briefly. There is ample evidence that
the unintentional U.S. mathematics curriculum is too broad,
chaotic, and redundant and needs to be made more coherent and
focused (Schmidt, McKnight, 8 Raizen, 1997). This means cor-
respondingly that a refocusing of assessment content must also be
considered. Other reviewers have addressed the Panel’s specific rec-
ommendations regarding the Critical Foundations of Algebra. The
Panel’s recommendation to expand the Number Properties and
Operations component of the NAEP is buttressed by findings from
the more detailed Validity Study of the NAEP Mathematics
Assessment: Grades 4 and 8 (Daro, Stancavage, Ortega, DeStefano,
& Linn, 2007), funded by the National Center for Education
Statistics.

On the smaller issue of too many pattern items being used to
measure algebra, of course this needs to be corrected. (Pattern
items are typically in the form of a number series or series of fig-
ures, and students are asked to pick which number or figure will
come next.) Narrow representation of a construct by overusing
specific item types is a major threat to the validity of test score
inferences and is the primary cause of negative teaching-the-test
effects and the failure of test scores to generalize and learning to
transfer. Also, both the Daro et al. (2007) study and the Panel’s
own review of state and NAEP assessments found an unacceptably
large number of flawed items, such that aspects of the item format
or wording would possibly interfere with valid assessment of the
intended mathematical knowledge or skill. As suggested by the
Panel, greater mathematical expertise is needed for both item
development and review—a recommendation, I will note, that is
harder and harder to implement as the amount of testing increases.
Regarding the use of calculators on assessments, a reasonable sum-
mary, both logically and empirically, would be that calculators
should not be used when assessing students’ computational skills,
but when the focus of assessment is problem-solving ability, cal-
culators can improve performance without harming validicy.

Although the Panel picked a few important measurement
topics to consider, there are also crucial issues left out that should
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be mentioned before moving on. For example, the Panel did not
say much about the dilemmas inherent in creating a national
assessment in a country without a national curriculum.
Commercial test publishers have tended to solve this problem by
developing “lowest common denominator,” basic-skills tests.
Think of these as the intersection of all possible curricula. In con-
trast, NAEP has historically taken the stance of providing a “com-
prehensive” domain framework that is essentially the union of all
possible curricula. At least this avoids the dumbing-down effects
of testing only the minimums, but does this exacerbate the mile-
wide and an inch-deep phenomena? Rather than merely pro-
ceeding to make its own content recommendations, it would
have been helpful for the Panel to consider both the logistics (how
similar are existing state frameworks to one another) and the pol-
itics of arriving at a more focused and coherent set of assessment
frameworks. The Panel also missed an opportunity by not citing
Knowing What Students Know (Pellegrino, Chudowsky, &
Glaser, 2001), a landmark National Research Council report on
assessment and the critical need it identified for coherence
between large-scale and classtoom-level assessments.

Perhaps most seriously, the Panel failed to consider the
research evidence on teaching-the-test effects and, therefore, was
unable to make recommendations about how assessment design
can foster or forestall the lack of learning generalization that
occurs when teaching looks too much like practice on the test. In
the introduction, the Task Group on Assessment report says,
“Tests make visible to teachers, parents, and policymakers some
of the outcomes of student learning. They also can drive instruc-
tion” (NMAP, 2008, p. 57). There is no further discussion of this
important idea. The Panel implies that the issue is merely a mat-
ter of choice. If algebra is important, include more on the test and
students will learn more of it. The Panel does not acknowledge
the distortions that can occur under a test-driven curriculum,
whereby test scores go up and students appear to be mastering
content when in fact they are not.

Herman (2008) and Shepard (2008) provide up-to-date sum-
maries of the well-known literature on the effects of high-stakes
testing. Testing systematically redirects teaching effort. Of course,
the logic model underlying standards-based reform intends that
instruction and assessment should be mutually aligned with stan-
dards, and in some cases the evidence suggests that indeed atten-
tion to the test has moved instruction in positive directions
intended by reform. In Washington, for example, Stecher and
Chun (2001) found that teachers reported spending more time on
probability and statistics and on “sense-making” activities such as
representing and sharing information, relating concepts, and for-
mulating questions, directly in response to the state learning goals
and new assessments. In a great many cases, however, teaching-
the-test instructional practices so closely resemble the test that it
is unlikely that students have the opportunity to gain deeper con-
ceptual understanding. When teacher survey data and observa-
tional studies are combined with large-scale studies that test the
generalizability of test score gains (see Koretz, 2008, for a review),
it becomes apparent that many of the instructional strategies used
to raise test scores do not have a commensurate positive effect on
student learning. Koretz and Hamilton (2006) developed a typol-
ogy to help analyze test preparation activities to evaluate whether

they are likely to lead to true gains in achievement, score inflation,
or both. More recently, Koretz (2008) has called for better test
design that anticipates the likelihood that teachers will imitate par-
ticularities of item formats and builds in greater variation across
dimensions of generalization to prevent the types of distortions in
teaching and learning that have been documented so extensively.
In my view, these understandings of what it takes to protect a
national monitoring assessment and to build adequate state
accountability tests are as important as the Panel’s substantive rec-
ommendations about algebra and number.

Performance Categories

Performance standards, and especially state-to-state variation in
the meaning of state standards, is one of the hottest issues in large-
scale-assessment policy today. Performance standards (also called
proficiency standards) refer to the cut points or cut scores on the
total test score scale that separate performance categories, such as
the advanced, proficient, basic, and below basic categories on
NAEP. For some time, Education Week in particular has reported
the startling inconsistencies among state proficiency rates and
between results on state tests and NAEP (Olson, 2002, 2005).
For example, on the 2000 NAEP Eighth-Grade Mathematics
Assessment, only 30% of the students in North Carolina scored
at proficient or above, in contrast to 81% who were said to be
proficient on the state’s own test. In neighboring South Carolina,
the state and national results were much more consistent: 20%
proficient on the state test and 18% proficient on NAEP (Olson,
2002). Although these differences could be due to differences in
the difficulty of the tests, to differences in how well aligned tests
are with what is taught, or to sampling error, most measurement
specialists have known that these fluctuations are primarily due
to differences in the stringency of state performance standards
themselves. Recently, a more technically elegant mapping study
was done that verified, through statistical linkages (National
Center for Education Statistics, 2007), that indeed quiet differ-
ent and generally more lax standards have been set on state tests
than on NAEP.

These large differences in the meaning of proficiency from state
to state have led to considerable confusion among policy makers
and the public about the interpretability of assessment results.
(This confusion is especially ironic given that NAEP’s achieve-
ment levels were introduced in the first place to help make test
results more interpretable to the public.) Although some of the
differences in proficiency cutoffs can be attributed to the differ-
ences in the standard-setting methods employed (Linn, 2003), by
far the greater cause of differences is the political context operat-
ing at the time the standards were set. In some cases, cut points
were set to reflect minimum competencies, whereas in other cases
standard setters were exhorted to aim for “world class” standards
(Shepard, 2008). Although set at different times and for different
purposes, state proficiency standards now have serious conse-
quences for schools because they are the basis for determining ade-
quarte yearly progress under No Child Left Behind. Reporting by
percentage proficient, instead of school averages, also poses other
technical and policy problems. Student progress is ignored in parts
of the score distribution away from the cut score, hence the phe-
nomenon of focusing effort on the “bubble kids” (Hamilton et al.,
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2007), and the apparent opening and closing of the achievement
gap can be an artifact of the cut score location rather than real
progress for minority groups as a whole (Holland, 2002). Perhaps
itis time for policy makers who insisted on performance standards
to know “how good is good enough” to reexamine whether report-
ing in proficiency metrics really does help with the interpretabil-
ity of results. Unfortunately, statistical cutoffs set on a broad
assortment of items, decoupled from any particular curriculum,
do not have the intended meaning of substantive benchmarks set
in the context of curriculum-based learning progressions.

Having identified performance categories as an important
issue, it is disappointing and odd that the Panel elected to study
a more manageable but significantly less important aspect of that
problem. The Panel’s report focuses on the adequacy of the
process, not on the validity of the result. It mentions in passing
that the NAEP standards are too high in comparison to interna-
tional dara, but it does not address how external validity evidence
should be brought into the standard-setting process. Perhaps
without realizing it, the task group chose one side of the debate
in the technical community. The task group repeatedly cites
Reckase (2006) as its authority on standard-setting methods but
ignores the chapter on performance standards in a significant
National Research Council report (Pellegrino, Jones, & Mitchell,
1999) along with all of the previous studies investigating the
NAEP achievement levels.

Reckase (2006) conducted a simulation study to evaluate two
standard-setting methods. As he explained, there are two ways of
thinking about the adequacy of methods for estimating a judge’s
intended cut score. One uses a reliability approach and asks how
small the standard errors are around an intended cut score, and
the other takes a validity approach asking whether the intended
score is supportable given external validity evidence. Reckase con-
sidered only the first approach and acknowledged thar the valid-
ity of performance standards was beyond the scope of his study.
It should also be noted that the items in Reckase’s simulation
were constrained to be consistent with the Rasch model.
Therefore, it is unlikely that the modified Angoff procedure was
challenged in his study the way it has been with real data sets
where hugely inconsistent results occurred for multiple-choice
versus short-answer items and for right—-wrong versus extended
response items (Shepard, Glaser, Linn, & Bohrnstedt, 1993).
Although Reckase’s article is a useful simulation study, it is by no
means a comprehensive treatment of the corpse of work in this
area and should not be the basis for making recommendations to
the field.

It is a mistake to talk about standard-setting procedures as
being “scientific” because this implies that by rigorous, system-
atic, and objective means expert judges can somehow get to
the truth of the matter, thus discovering where the true cut
score should be. It is more appropriate when the task group refers
to the modified Angoff and Bookmark procedure as “profes-
sionally acceptable” procedures. Both the National Academy
of Education study (Shepard et al., 1993) and the National
Research Council report (Pellegrino et al., 1999) concluded,?
however, that the modified Angoff procedure used to set achieve-
ment levels on NAEP was fundamentally flawed. They did so on
the basis of the very large internal inconsistencies noted above.
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Expert judges, even when they know a content area well, have a
very difficult time translating substantive descriptions of stan-
dards into estimated passing rates on individual test items. As the
task group noted, both NAEP and state assessments use very
abstract, global definitions of desired knowledge and skills and
therefore “would require high degrees of judgment to determine
the categorization of student performance” (p. 8). Across studies
there is a consistent tendency for expert judges to be able to order
items by difficulty, roughly, but not to be able to tell at all how
far apart they are on the score scale. As a result, judges will set a
lax standard if you show them predominantly easy items and too
harsh a standard if you show them mostly hard items. Too lax and
too harsh are defined here in terms of the judge’s own intended
cut score using a different set of items. Although the task group
is correct that there is not as much research on the Bookmark pro-
cedure, it has the advantage that judges are shown items in the
order of their scaled difficulties, so this essentially provides a scaf-
fold to help judges avoid internal inconsistencies.?

Including more mathematicians and having judges take the test
prior to setting standards are reasonable recommendations, but
they will not necessarily improve the validity of resulting perfor-
mance standards. The more significant of the task group’s recom-
mendations is that international performance data should be
brought to bear in the standard-setting process. Other normative
and external validity evidence is needed as well. The National
Research Council (Pellegrino et al., 1999) report also recom-
mended that greater effort be made to acknowledge the judgmen-
tal nature of performance standards and to focus interpretation of
assessment results more on change than on any absolute meaning
of performance levels. Although it is fine to call for more research,
my own belief is that we need better models of expertise rather than
better procedures to shore up expert judgments. In most perfor-
mance domains, expertise is a combination of proficient and flexi-
ble mastery of core knowledge and skills, plus some amount of
specialized advanced knowledge. Experts do not all know all of the
advanced knowledge. Therefore as tests move beyond basic skills,
it becomes less and less satisfying to represent adept and advanced
performance merely as a percentage correct on the total test. The
current interest in learning progressions would be an example of a
different way to approach the conceptualization of performance
standards. Certainly we should be aware that averaging judges’
judgments is not likely to resolve the issue regardless of how sophis-
ticated our processes become.

Multiple-Choice Versus Constructed
Response Items

The Panel surprisingly reached the erroneous conclusion that
multiple-choice and constructed response items measure the same
mathematical competencies. Although the Task Group on
Assessment acknowledged the prevalent study design that pro-
duced this result, the main report obscures this telling caveat. As
shown in Table 1, the result of no difference comes almost entirely
from studies where the researchers constrained the multiple-choice
and open-ended items to be identical. Measurement researchers
used the term stem-equivalent to indicate that the exact same ques-
tion was asked in each pair of items, so the only difference was the
provision of answer choices in the multiple-choice version. These
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Table 1

Studies Comparing Multiple-Choice (MC) and Constructed Response (CR) Items Categorized by
Study Design and Study Results

Item Type

Results: Items Measure the Same

Results: items Measure Differently

Stem-equivalent
items

Behuniak, Rogers, & Dirir (1996): CR more
difficult, fit with both 1- and 2-factor model.

Gallagher (1992): No difference in strategy
use between MC and CR.

Hombo, Pashley, & Jenkins (2001): MC and
grid-in items differed only in omit rates.

Birenbaum & Tatsuoka (1987): Open-ended items
provide better diagnosis of misconceptions.
Birenbaum, Tatsuoka, & Gutvirtz (1992):
Open-ended format provides more valid measure for
diagnostic assessment.

Katz, Bennett, & Berger (2000): Some
nontraditional solution strategies used
with both MC and CR.

Traub & Fisher (1977): MC and CR tap
the same factor.

Nonparallel items

about proficient students.

Dossey, Mullis, & Jones (1993): CR items were
more difficult and provided more information

Burton (1996): Women have a slight advantage
on grid-in questions.

DeMars (1998): Female students scored higher

or relatively higher on CR scale.

DeMars (2000): Students perform better on high-stakes
than low-stakes test, but difference was larger
for CR items.

Garner & Engelhard (1999): Except for algebra items,
MC items favored men and CR items favored
women.

Hastedt & Sibberns (2005): There is a clear tendency for
CR to favor girls.

Koretz, Lewis, Skewes-Cox, & Burstein (1993): The
study only compared omit rates, which are higher
for CR items.

O’Neil & Brown (1998): Open-ended questions
induced more cognitive strategy, less self-checking,
and greater worry than MC questions did.

Pollock & Rock (1997): Factor analysis showed
differential difficulty of MC items compared to
CR items for Black and Hispanic minority groups.

researchers were interested in whether format per se made a differ-
ence in measuring students’ abilities. Thus they carefully controlled
for everything else, including content, cognitive process, and con-
struct. The finding is essentially a tautology. Yes, if you strictly con-
strain multiple-choice and constructed response items to be
identical, predictably they measure the same thing. The task group
apparently admired the degree of control represented in such stud-
ies but failed to consider the measurement properties of con-
structed response items when these items are designed to address
aspects of the content domain untapped by multiple-choice items.

In his 1984 article “The Real Test Bias,” Norm Frederiksen
debunked this body of literature and the conclusion that multiple-
choice and constructed response items always measure the same
thing. Leaving off the answer choices from multiple-choice ques-
tions, he noted, would not dramatically improve the cognitive level
of multiple-choice items. He proposed, instead, a program of
research where constructed response items designed to measure
complex cognitive skills would then be turned into multiple-choice
items. He conducted several studies using a formulating hypotheses
format and found very weak correlations between the two “parallel”

forms of the tests. He also found striking differences between each
of these tests in their relationship with other variables. For example,
none of the scores from the multiple-choice form correlated with
measures of ideational fluency, whereas the free-response scores,
even with lower reliability, correlated substantially with number
of ideas, number of unusual ideas, and number of high-quality
unusual ideas.

To evaluate the task group’s finding of no difference, we located
copies of all but 1 of the 19 studies cited in the relevant section of
the Task Group on Assessment chapter or appendix.f Pollock,
Rock, and Jenkins (1992) was not available electronically, and 2 of
the studies cited did not directly compare multiple-choice and con-
structed response items (Bennett, Ward, Rock, & Lahart, 1990;
Webb, 2001). The item design portion of each study was summa-
rized along with results for item difficulty; correlations and factor
analysis; and findings of group interactions by gender, ethnicity,
country, or high-stakes context. Typically, constructed response
items are more difficult, although it is possible to make multiple-
choice items more difficult by choosing distractors to represent
common misconceptions. Factor analyses were conducted in only
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4 of the studies.> Most famously, Traub and Fisher (1977) found
only weak evidence of a format factor and concluded that in math-
ematics the two formats were equivalent. The other 3 studies, how-
ever, found evidence of fit for both one- and two-factor solutions
(Behuniak, Rogers, & Dirir, 1996), distinct factor structures in the
two tests analyzed separately (Birenbaum & Tatsuoka, 1987), and
clear evidence of two distinct factors that also resulted in differen-
tial group performance (Pollock & Rock, 1997). Not surprisingly,
the study that found separate factors for the two formats was the
only one that did not constrain the items to be exactly parallel using
the stem-equivalent study design.

In Table 1, a cross-tabulation shows the relationship between
the item-design feature of each study and the effects on group per-
formance. The stem-equivalent studies in the top row are the con-
trolled studies that the Panel relied on to reach its conclusion that
multiple-choice and constructed response items measure the same
thing. Even here, two of the studies show important differences
between the cognitive demands of the two types of tests. The bot-
tom row shows the studies that used data from operational assess-
ment programs, where constructed response items were purposely
designed to tap aspects of the domain not tapped by multiple-
choice items. Most of these studies are cited in the task group
appendix, not in the chapter, and the focus of discussion is on
group effects of the two different measures, not on what the tests
measure. Yet, recurring group-by-format interactions can be com-
pelling evidence that the two types of items are measuring differ-
ent constructs. When such patterns are observed, there are
essentially three possible explanations: differences in reliability, test
bias, or true differences in the constructs being measured. The task
group did not engage these issues, but often the authors of the orig-
inal studies did. Although tests made of constructed response items
are sometimes less reliable and the writing demand of some open-
ended items could be considered a source of bias, the relative
advantage of girls on constructed response items occurs frequently
enough, in international studies for example, and across different
open-ended formats that it is unlikely that the pattern can be attrib-
uted entirely to unreliability or construct-irrelevant variance.

Thus differences in conclusions about group differences—
closing achievement gaps, for example, for girls and minority
groups—should be taken seriously, as evidence that the substantive
differences between the tests are important. The potential signifi-
cance of the very real differences between multiple-choice and con-
structed response tests is perhaps best illustrated by Schmidt,
Jakwerth, and McKnight's (1998) analysis of data from the Trends
in International Mathematics and Science Study. In mathematics,
country ranks changed appreciably when separate tests were con-
stituted of only multiple-choice, only short-answer, or only
extended response questions. Changes in country ranks ranged
from 0 to 20, with an average change in rank of 5 places. Given the
greater vulnerability of multiple-choice tests to teaching-the-test
practice effects, it is especially worrisome that the Panel recom-
mends that lower cost multiple-choice tests be treated as inter-
changeable with tests that include constructed response items.

Formative Assessment

In the chapter on instructional practices, the Panel makes several
important points about the use of formative assessment. First and
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foremost, the Panel emphasizes that ongoing monitoring of stu-
dent learning is a hallmark of effective instruction. Based on its
review of research, the Panel concludes that regular use of for-
mative assessment improves student learning, especially if teach-
ers receive guidance on how to use assessment results to
individualize instruction. It calls for more research on the conse-
quential validity of formative assessment tools (i.e., Do they really
make teaching more effective?) and for research on the content
and criterion-related validity of various classroom assessment
tools. All of this is quite reasonable, yet a great deal is left out of
this summary. The Panel explains that only one type of forma-
tive assessment has been studied with rigorous experimentation
and that these assessments take between 2 and 8 minutes to
administer. All of the discussion is about formal tools rather than
instructional activities that might yield formative insights. Given
members’ expertise in mathematics and mathematics learning, it
is frustrating that the Panel did not investigate the mathematical
content of the formative assessments used in the studies it
selected.

In the more extensive report of the Task Group on Instruc-
tional Practices, we are told that there are two distinct traditions
of scholarship framing the study of formative assessment. One
tradition represented by two National Research Council reports,
Adding It Up: Helping Children Learn Mathematics (2001) and
How Students Learn: Mathematics in the Classroom (2005), the
task group characterizes as more informal and interactive but
lacking any methodologically acceptable studies to examine its
impact on student performance. Therefore, the task group relies
exclusively on the second tradition, originating in school psy-
chology and special education. The task group does not cite the
famous review of formative assessment studies by Black and
Wiliam (1998) nor more recent work relating the theory of for-
mative assessment to research on learning (Shepard, 2006). This
is unfortunate because it would have given the task group access
to highly relevant experimental studies examining the effects of
prior knowledge and feedback, as well as a more limited number
of studies of self-assessment. For example, Kluger and DeNisi
(1996) conducted a meta-analysis of 131 studies of feedback
yielding 607 effect sizes and were able to explain what features of
feedback are related to positive student outcomes. The research
literature on transfer is also relevant, especially when one under-
stands that the greatest worry about formative assessment in
instructional interventions is that instructional materials are
made to resemble outcome measures quite closely.

The Panel says that sociocultural learning theory is as yet
unproven, but it accepts, without question, behaviorist assump-
tions about the sufficiency of test performance as proof of learn-
ing. Given the Panel’s recognition that school districts have
adopted various benchmark and interim assessments as formative
tools specifically to improve performance on end-of-year tests, it
is essential that the Panel’s call for consequential validity studies
include an alert to the threat of teaching-the-test effects. Studies
designed to investigate whether formative assessment makes
teaching more effective should be rigorously designed to ensure
the adequacy of causal inferences, but this also means controlling
for instrumentation and interactions of the treatment with instru-

mentation (Campbell & Stanley, 1963).
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Summary

The Panel is at its best, even in the assessment chapter, when talk-
ing about mathematics content, and its main recommendations
focus on the content of NAEP and state tests. Greater care should
be taken to represent the Panel’s Critical Foundations of
Algebra—whole numbers, fractions, and particular aspects of
geometry and measurement—in the items as well as the report-
ing strands of major tests. In addition, based on its expert review
of items and the Daro et al. (2007) review of items by mathe-
maticians, the Panel recommends that a more appropriate bal-
ance be sought in how algebra is “defined and assessed” (NMAP,
2008, p. xxv). Specifically, the Panel urges that assessment of alge-
bra not include so many pattern problems. Like the Daro et al.
study, which included analyses of state tests as well as NAEP, the
Panel documented examples of “flawed” items where some aspect
of wording, visual display, or context created sources of item
difficulty unrelated to the intended mathematical content.
Greater mathematics expertise is needed at both the item-writing
and -review stages of test development to prevent these problems.

The Panel picked two important measurement issues to con-
sider: the setting of performance standards and the psychometric
properties of multiple-choice versus constructed response items.
It is odd and disappointing that it did not consider other impor-
tant issues such as the difficulties of creating coherent, focused
assessments in the absence of a shared curriculum, and the prob-
lems of test score inflation and nongeneralized learning gains
caused by teaching the test.

For any given research literature, there can be considerable
variation in the methodological approaches taken to address
particular questions. Some literatures proceed linearly from
exploratory studies to more confirmatory, large-scale randomized
trials, but this is not always the case. In some research literatures,
focus on experimental controls leads to answering very different
questions from those of most interest to the world of policy and
practice. The experimental studies that compare multiple-choice
and constructed response items constrain the two types of tests to
be exactly parallel by taking away the answer choices as the only
difference between the two types of items. By focusing on the no-
difference findings from these studies, the Panel does a disservice
to the field. In contrast, when constructed response items are pur-
posely designed to measure something different, typically aspects
that cannot be captured with multiple-choice tests, important
differences are found. Thus the Panel has not really answered the
critically important question as to whether higher cost con-
structed response items are needed to ensure valid representation
of the content domain.

The Panel did not explain why it relied heavily on one simu-
lation study (Reckase, 2006) as its source for making recommen-
dations about standard-setting procedures. Reckase makes clear
that his approach only addresses reliability issues, not validity.
Because the Panel relied on this single study, its conclusions are
quite misleading, which is unfortunate given the availability of
more comprehensive treatment of standard-setting issues by a
National Academy of Sciences Panel (Pellegrino etal., 1999). On
the topic of formative assessment, the Panel does explain that
controlled studies are the reason that it prefers studies coming

from special education and school psychology literatures rather
than those from cognitive science. Unfortunately, not appreciat-
ing the theoretical arguments coming from the latter tradition,
the Panel is unaware that relevant search terms such as prior
knowledge and feedback would have turned up a host of relevant
experimental studies. By focusing on a limited set of studies based
on a particular version of formative assessment, the Panel implies
that formative assessment requires formal tools (tests) with
known psychometric properties that are administered and scored
frequently. This is a very limited view of formative assessment,
ignoring the possibility that well-designed instructional tasks can
be used for formative assessment. At least in its recommendations
for future research, the Panel calls for more rigorous investigation
of more clinical types of formative assessment.

In the area of assessment, the Panel report provides a wealth
of useful information, but readers will require a well-indexed trav-
eler’s guide to know what knowledge they can get accurately dis-
tilled from the report and what they will have to pursue
elsewhere.

NOTES

Readers are reminded that on each major topic, the NMAP (2008)
report must be read in five layers: Executive Summary, Chapter, Task
Group Executive Summary, Task Group Report, and Appendix.

2There was no overlapping membership between the National
Academy of Education and National Research Council committees,
although the later National Research Council committee had access to
the Academy studies.

3A refinement of the Bookmartk procedure, called the Modified
Mapmark method, was used recently to determine cut scores for the
2005 National Assessment of Educational Progress 12th Grade
Mathematics Assessment. The Mapmark method goes even further in
structuring the judgment task and provides feedback to judges based on
item content domains to ensure that judgments stay consistent with the
underlying psychometric scale.

4My thanks to Ph.D. student Kristen Davidson for her assistance with
this analysis.

3A fifth study by O’Neil and Brown (1998) used confirmatory factor
analysis to evaluate the strucrure of metacognitive and affective variables
separately for students taking multiple-choice and open-ended items but
did not directly compare structures for the two item types.
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